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Business vs Engineering

12} Intel® Processor Diagnostic Tool 64Bit 3.0.0.23.W.MP

File Tools View About

System Information
Processors Detected 1

Processor Name Intel(R) Core(TM)i5-4670 CPU @ 3.40GHz
Processor Information Intel64 Family 6 Model 60 Stepping 3
Processor Usage 10.53547%

Number of Physical Cores 4

Number of Logical Cores 4

Installed System Memory  8GB

Free System Memory 5072MB

Operating System Maiikpocoet Windows 10 Pro 64-paspaaras
Graphics Information NVIDIA GeForce GTX 770

System BIOS F7

System Serial Number: To be filled by 0.E.M.

Testing Completed Test Status

Testing Status

SytemBIOS:F7
System Serial Number: To be filled by O.EM

—IPDT64 - End Ti 5.02
— IPDT64 - Resut: Fail

ME-CE (T Temperature Monitor will begin when CPULoad Test starts

Monitor Temperature Monitor Stopped

Run
Temp Mon

Features Parameters

Test Module Status Test Status
Genuine Intel Pass MMXSSE

Temperature Pass AVX

Brand String Pass IMC

CPU Frequency Fail PCH

Floating Point IGD

Prime Num Gen GFX

Cache CPU Load
* Click Status result after test completes for more info Stop Testing On Fail

« The problem seems to be that elevated
operating voltages have led to instability
and even processor failures, requiring a
microcode update ».

hitps://www.theregister.com/2024/08/0%/opinion_column_intel/
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New Computing - New Humans

Horizons of technology disruption
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Computer Disruption
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The Moore Evolution

Moore’s Law — Ihc numbcr of transistors on mteg m,d circuit chips (1971- 0()16) Our World
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The (Post) Moore Era

VALUUM TRANSISTOR INTEGRATED CIRCUIT
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Computer (Moore?) Disruption
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The Cambrian Explosion in
.Archlfecture for Al

Satoshi Matsouka Vision

GPU Storage

Convolution Networks  Recurrent Networks AR Netwroks Deep Learning New Networks



https://www.tutareaescolar.com/wp-content/uploads/Tutarea/clasificacion/Concepto%20y%20Clases%20de%20CPU%20.jpg
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Canonichal Architecture for Al

Sensors Structured Data Algorithms, e.g.: Human-Machine Users
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Modern Computing

<Ol | ERW

CPUs GPUs TPU Neuromorphic Custo Quantum —

Robust Al

Explainable Al Metrics and Verification Security Policy, Ethics,
P Bias Assessment & Validation (e.g., counter Al) Safety and Training

CoA = Courses of Action GPU = Graph Processing Unit TPU = Tensor Processing Unit

Reuther, Albert & Michaleas, Peter & Jones, Michael & Gadepally, Vijay & Samsi, Siddharth & Kepner, Jeremy. (2020). Survey of Machine Learing Accelerators.
10.1109/HPEC43674.2020.9286149.



Computer Architecture Representation (1/2)

computer

» Von Neumann Representation

Processor |le—ms memory » Von Neumann Computer Machines

| i

‘ input/output facilities ‘

» Classical Computers

Input

Processor

Memory
Output

vV v v Vv

Hlustration of the Yon Neumann Architecture. Both programs
and data can be stored in the same memory.

From https://eca.cs.purdue.edu/index.html
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Computer Architecture Representation (2/2)

computer

instruction
memory

processor

data
memory

I I

input/output facilities ‘

I

Mustration of the Harvard Architecture that uses Do memories,
one 0 hold programs and another to store data.

From https://eca.cs.purdue.edu/index.html

vV v v Vv

Non- Von Newmann Representation

» Non Von Newmann Computer Machines
» Quantum Computers
» Harvard Architectures

» Hybrid Computers (or Post Moore Architectures)
Processor
Data Memory
Instruction Memory
Output


https://eca.cs.purdue.edu/index.html

Von Neumann Architecture

Representation in Detail

Von Neumann Architecture
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The CPU: Central Processing Unit

Computer Architecture

Central Processing Unit




Processors Representation

CPU

graphics
trigonometry angine
engine

other query
components engine arithmetic

engine

From https://eca.cs.purdue.edu/index.ntm |
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Processor Structure Representation

Conceptual Units: %
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| | I
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(ALU) AL [ ol et
« Local Data Storage I I I
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From https://eca.cs.purdue.edu/index.html
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More than CPUs: GPUs, FPGAs, TPUs, QPUs...
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AODR A ADOR B o
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Source: NYIDIA

GPU TPU FPGA



Quantum Processor Unit Architecture®

Inst. Reg: Slot 1 anc Inst. Reg: Slot 0
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*Simplest Approach



Each PU for Specific Requirements

Finance &
Software
Insurance
Risk Analysis Significant ﬂ
s+ Stock market improvements in
tradi machine learning
+ Fraud detection process
« Fastertime to code,
= Improved portfolio improved time to

optimization

Manufacturing

CPLU

= Lmall models
= Amall datazats

«  Useful for design space exploration

GPLU
= Madiurm-te-large madels, datasats
=) *  Image, viiEo processing

| *  Applicatson on CUDA of OpenCL |

TFU
«  Matrix computations
—J = [ense wector pracessing
| = Mo oustom TensorFlow operations |
FPGA
= Large datasets, models
= Compute intensive applications

*  Hgh performance, high perf foost ratio

And QPUs




(New) Computer Architectures

Control Iogic Control Iugic Control Iogic Control Iugic
el L | N u 3 0
=[] -
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From : Bertels, K., Sarkar, A., Hubregtsen, T., Serrao, M., Mouedenne, A.A., Yaday, A., Krol, A.M., Ashraf, ., & Alimudever, C.G. (2020).
Quantum Computer Architecture Toward Full-Stack Quantum Accelerators. IEEE Transactions on Quantum Engineering, 1, 1-17.



Computer Knowledge

e Architecture and *Numerical
Organization _ | Methods
*Towards and f * Algorithms
Trends

eSocial Impact

oS . N
Technology Mathematics
Programming Analytics
*Implementation *Modeling
Mechqnisms *Data Analytics
*Paradigms « Functionality
*Languages *Computing
Thinking
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ong-term viability involving low energy consumption and affordable costs of production, maintenance, and use.

* CRADLE

Outbound
Logistics

Internal
Logistics

Inbound ' Operations
Logistics

Sourcing Waste

Logistics

Distribution
Consumers

Sustainibility

Factory Facilities
Product End of Life

Raws Materials Processing
Raw Materials Delivery

PRODUCT (PROCESS) TECHNOLOGICAL SUSTAINABILITY ASSESSMENT | P-TSA

CRADLE » GATE ¢ GATE * GRAVE

i
i

1 . . )

! Research & Manpfacturmg Orgamzatu?nal Human Marketing & ! After-Sales

Procurement H Development Equipment & Technological Resources and Bl H :

: : ik Sales Facilities § Services

H & lnnovation Machinery Facilities Knowledge i
i
H
'

é é 4

ORGANIZATIONAL TECHNOLOGICAL SUSTAINABILITY ASSESSMENT | O-TSA

Figure 1. Life cycle approach to assessing product/process (P-TSA) and organizational (O-TSA) technological sustainability.

Vacchi,M.;Siligardi,C.; Demaria, F.; Cedillo-Gonzalez, E.l.; Gonzdlez-Sanchez, R.; Settembre-Blundo, D.
Technological Sustainability or Sustainable Technology? A Multidimensional Vision of Sustainability in
Manufacturing. Sustainability 2021, 13, 994 2. https://doi.org/10.3390/ su13179942



Energy and E-Waste

2
10° | World's energy production Point of
no return

Joule/Year

7 AD Risk

2010 2015 2020 2025 2030 2035 2040 2045

Damsgaard, Hans & Ometov, Aleksandr & Mowla, Md. Munjure & Flizkowski, Adam & Nurmi,
Jari. (2023). Approximate computing in B5G and 6G wireless systems: A survey and fufure
ouflook. Computer Networks. 10.1016/j.comnet.2023.109872.
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Source: The Global E-waste Monitor 2024



Digital World and Energy Consumption

Growth

(a) Desktop Computer Components Ranked by
Energy Consumption
100 Evolution 2010 2015 2020 2025
80
g mCPU Users (million) 2023 3185 4700 5500
.% 60 - ——  ®Hard Disk
=
& 40 Network Devices (million) 13 531 18 405 19 041 20278
S M Screen & GPU
N 20 1 ® Memory
Equipment level 7 6 4 4
0 b
1st 2nd
loT (million) 1000 9 605 20315 48 272
(b) Mobile Device Components Ranked by
Energy Consumption Dt iz AU 14 531 28010 39356 68 550
(million)
100
g0 LI Mass (million tonnes) 128 164 236 317
.3 m Screen & GPU
2 60 HE = CPU The digital world from 2010 to 2025
E a0 = Network
.= ' i Stofsge Device F. Bordage. Study available in: https://www.greenit.fr/wp-
3= content/uploads/20192/11/GREENIT_EENM_etude_EN_accessible.pdf
20 s ® Memory
o - om » The number of devices sold (computer, gaming console, etc.)
L T . stabilises from 2015 (+ 10% only between 2015 and 2025), with the
From Pang, Candy & Hindle, Abram & Adams, Bram & Hassan, Ahmed E.. notable excep’rion of the number of connected objec’rs which is
(2015). What do programmers know about the energy consumption of mump“ed by 48in 15 years (48 billion in 2025)

software¢. 10.7287/PEERJ.PREPRINTS.886.


https://www.greenit.fr/wp-content/uploads/2019/11/GREENIT_EENM_etude_EN_accessible.pdf
https://www.greenit.fr/wp-content/uploads/2019/11/GREENIT_EENM_etude_EN_accessible.pdf

Data Cycle of Life

&>

Create/
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l Process

Store

Archive and
preserve

Transfer/
share

Source: WDR 2021 team.

[WBR2021] World Bank. 2021. World Development Report 2021: Data for Better Lives. Washington, DC:
World Bank. do0i:10.1596/978-1-4648-1600-0.



Computer Architecture
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About the Course

o Theoretical Magisterial Sessions
o Conducted by C. J. Barrios Herndndez, PhD.
o Theoretical - Practical Sessions
o Conduced by SC3UIS and CAGE Team
o Special Guest: Postgraduate Students
o Special Seminars
o Invited People of Research Centers or Industries
o Webminars and Video Talks
o TED or others...




Goals

This is a course of Computer Architecture addressed to Systems
Engineering, Informatics and Computer Science Students.

« Being able to locate oneself in the State of Art of Computer
Architecture (from our point of view)
* Handle terminology and technical specs.
* Promote Self-Learning.
« Understand the link between knowledge, technology and
performance.
- Understand (without fear) computer technology.




About Teaching and Instruction

o Carlos Jaime Barrios Herndndez, PhD. cbarrios@uis.edu.co @carlosjaimebh
o Director of High Performance and Scientific Computing Centre SC3UIS
(www.sc3.uis.edu.co) and CAGE Research Group Director
o Associate Professor EISI/UIS (hitp://cormoran.uis.edu.co)

o Systems Engineering UIS, Bucaramanga, Colombia (2002), Master in Mat. Applied,
Systems and Informatics UJF-Grenoble |, Grenoble, France (2005), Computer
Science and Informatics Doctor, UNSA, Nice-Sophia Antipolis, France (2009),
PostDoctoral Research, I3S/CNRS, Sophia Antipolis,Francia (2010).

o Researcherin Advanced, High Performance and Scientific Computing (LIG,
I3S/CNRS, INRIA (France), GPPD/UFRGS (Brazil), SC3UIS (Colombia)) and
International Instructor in HPC and SC (ICTP/UNESCO (Italy), SCCAMP).

o Chair of the Advanced Computing System for Latin America and Caribbean
(SCALAC)

o NVIDIA Deep Learming Institute Instructor

o SC3 and CAGE Team (More Information in www.sc3.uvis.edu.co)

Contact: EISI Block: LP 226 and SC3 Space 4to Floor CENTIC
Please, Send an email for Rendez-vous


mailto:cbarrios@uis.edu.co
http://cormoran.uis.edu.co
http://www.sc3.uis.edu.co/

Course Highlights

058 Hours Program

oTheoretical - Practical Course
o Theoretical Sessions (Starts at 0XX:10)
o Theoretical — Practical Sessions (Starts at XX:00)
o Please Punctuality!
o About deliveries and evaluations
o Observe format, rules, time, and deadline (date and hour)
o Please read the recommendations carefully
o All course information is in:
http://wiki.sc3.uis.edu.co/index.ohp/Arquitectura de computadores
o AutolLearning !


http://wiki.sc3.uis.edu.co/index.php/Arquitectura_de_computadores

Content

o 0N OO DN~

Historic Development and Perspectives
Arithmetic of Computers

Computer Abstractions and Technology
Machine Programming and Linking
Processors and Memory

Storage and |/O

Multicores and Multiprocessing
Graphics and Visualization

Hot Topics and Trends




Evaluation

o All Updates are in the course site
http://wiki.sc3.uis.edu.co/index.php/Arquitectura de computadores

0 Individual Work-First Note
o "Theoretical Practical Sessions (In groups)

o Project Class (In groups)

o Advance Report
o White Paper
o Digital Poster

0 Individual Formal Evaluation - Final
o BONUS (+0,3 max. in each evaluation: (Quiz, group performance,
attendance, Questions in the Course)



http://wiki.sc3.uis.edu.co/index.php/Arquitectura_de_computadores

Important Notes

o All Available materials in English (International Technical/Scientific
English)

o Bibliography and other resources are available in the site of the
course. This material is used for evaluations.

o Attention to Students : (Please, Send an email before for Rendez-
VOus)

o By default, the communication is via email from cormoran-web utility
or email direct (cbarrios@uis.edu.co).


mailto:cbarrios@uis.edu.co

Questions?

WHERE YOU SIT IN CLASS/SEMINAR

And what it says about you:
MNearest Exit:

Eﬂﬂ f Uncommitted Back Row:
Mid-Center: “Too m:_ml for
“Bring it on.” school

Front Row: >
Teacherspet  J%
wannabes : .
/ % | Against the wall:
J ‘I'm sensitive.
Second-row sleepers: Please ignore me."

Good intentions, bad narcolepsy

WWW.PHDCOMICS. COM

Proximity to Lecturer:

_ How much you care
" How sleepy you are

§
;
;
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